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Story Understanding

Intermediate article

Erik T Mueller, IBM Thomas ] Watson Research Center, Yorktown Heights,

New York, USA

Story understanding researchers have built com-
puter programs that read and answer questions
about simple stories. They have proposed a
number of knowledge structures and processing
mechanisms useful for this task.

INTRODUCTION

The field of story understanding is concerned with
building computer programs that can understand
stories. It also investigates how people understand
stories, Thus far, the field has dealt mainly with
short stories a few paragraphs long, rather than
full-length novels, which represent a much harder
problem. By ‘understanding’ it is usually meant
that the program should be able to answer ques-
tions about a story it reads. It should also be able to
generate summaries.

STORY GRAMMARS

An early formalism for stories was the story gram-
mar (Rumethart, 1975). A story grammar consists of
a context-free grammar, with semantic rules associ-
ated with each rule of the context-free grammar. An
example of a simple story grammar is:

— Setting + Episode
(Setting ALLOWS Episode}

Story

EVET SN

Setting — State
Episode — Event -+ Emotion
{(Event CAUSE S Emotion;

Event — Event+ Event
(Event CAUSES Event)
Event - Episode
Event — Action 1)

Consider the story:

1. Althea was in the playroom.

2. She sat on the balloon.

3. It popped.

4. She was pleased. 2)

The story grammar can be used to parse the story as
follows:

Story =

Setting ALLOWS Episode =

State ALLOWS Episode =

1 ALLOWS Episode =

1 ALLOWS (Event CAUSES Emotion) =

1 ALLOWS {(Event CAUSES Event)
CAUSES Emotion) =

1 ALLOWS ((Action CAUSES Action)
CAUSES Emotion) =>

1 ALLOWS ({2 CAUSES 3) CAUSES 4} (3

The complete parse of the story is:
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Althea was in the playroom ALLOWS
{{She sat on the balloon CAUSES 1t

popped) CAUSES She was pleased) (4)

, ,;_w parse can then be used to answer questions:

Why did the balloon pop? Because she

sat on it. (5)
Why was she pleased? Because she sat
on the balloon and it popped. (6)

The problem with story granumars is that they tie
together form and content. According to the above
story grammar, the form Eventl + Event?2
corresponds to the content Eventl CAUSES
Event2. Yet it is quite possible that Eventl +

Event2 instead corresponds to Event2
CAUSES Eventl, as in the text
The balloon popped. She sat on it. 7)

Although story grammars are useful for capturing
the structure of certain story forms such as folk
tales, they do not account for the content of a
 story. They fail to address how an understander is
~able to make sense of a story despite the variety of
ways of expressing the story. The ingredient miss-
ing from story grammars is the understander’s
~knowledge about the way the world works.

- KNOWLEDGE-DRIVEN STORY
UNDERSTANDING

Stories do not specify everything down to the last
detail. Rather, to understand a story one must ‘fill
in the blanks’ and make inferences. Given the text

Althea shook the piggy bank. Three
dimes fell out. (8)

areader easily infers that the dimes fell out because
Althea shook the piggy bank, even though this was
not explicitly stated. This inference can be made
because the reader knows that coins are often
stored in piggy banks, that piggy banks have a
slot through which coins and other small objects
can pass, that shaking helps those objects pass
through that slot, and that unsupported objects
fall. Such information, known to the reader but
not contained in the text, is variously referred to as
‘world knowledge’, general knowledge’, ‘common-
sense knowledge’, or simply “knowledge’.

Much research has focused on identifying the
types of knowledge required for story understand-
ing, representing that knowledge within a com-
puter program, and building programs that make
use of the knowledge.

Demons

Early work on story understanding (Charniak, 1972)
used a single mechanism, called ‘demons’, for rep-
resenting and applying knowledge. A demon con-
sists of a test and an action. The test specifies a
condition to await. The action specifies an action to
perform when the condition becomes true. The
following demon allows a program to make the
correct inference regarding the piggy bank:

Test: Person P shakes piggy bank B and
money M comes out of B.

Action : Assert that M comes out of B

because P shakes B. 9)
That is, this demon generates the inference:
Three dimes fell out BECAUSE Althea
shook the piggy bank. (10)

Using a large number of demons, a story under-
standing program will be able to make a large
number of inferences. However, demons can go
off on a tangent, generating inferences of doubtful
relevance to a story:

The dimes were in the piggy bank
BEFORE they fell out.

The dimes were somewhere else
BEFORE they were in the piggy bank. (12)

The dimes were minted BEFORE they

(1)

were somewhere else. (13}
Althea picked up the piggy bank

BEFORE she shook the piggy bank. (14)
Althea was somewhere else BEFORE

she picked up the piggy bank. (15)

and so on. A type of knowledge structure, called
‘scripts’, was therefore proposed (Schank and

Abelson, 1977) for capturing the relevant inferences
in a typical situation.

Scripts, Plans, and Goals

Scripts are bundles of information about situations
oractivities that are common in a given culture, such
as eating at a restaurant, attending a birthday party,
or taking the subway. Scripts consist of roles, props,
settings, entry conditions, results, and scenes. - ere
is a short version of the restaurant script:

Roles: customer C, waiter W

Props: table T, menu M, food F, bill B, monev [
Settings: restaurant R

Entry conditions: C is hungry, Chas D
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Results: C is satiated

Scenes:

1. Entering: C goes to R, Csits at T’

2. Ordering: C reads M, C chooses F, W comes to T,
C requests F from W

Eating: W brings F to C, C eats F

Exiting: Wbrings Bto C, C gives Dto W, Cleaves R

Ll

This script may be used to fill in missing informa-
tion. Told that someone went to a restaurant,
ordered lobster, paid the bill, and left, the listener
infers (unless told otherwise) that the person ate the
lobster.

Of course, the above is not the only possible
sequence for eating in a restaurant. Certain types
of variations can be accommodated by scripts. A
script may have several ‘tracks’. The restaurant
script has a fast food track, a cafeteria track, and a
fancy restaurant track. In the fast food track, the
customer pays for the food before eating and may
cat the food inside or outside the restaurant. A
script may contain alternative paths. If the service
is poor, the customer leaves a smaller tip.

However, suppose the story begins:

Suzy was hungry. She went to the Zagat

website. (16)

Though the restaurant script mentions hunger, it
does not mention visiting a particular website.
Knowledge structures for plans and goals were
therefore proposed (Schank and Abelson, 1977) to
deal with story events that do not follow an existing
script. A person has a goal to reduce hunger, and
one plar: for achieving this goal is toeat at a restaur-
ant. Another plan is to eat at home. A subgoal of
eating at a restaurant is to go to the restaurant. A
subgoal of going to the restaurant is to know
the address of the restaurant. One plan for know-
ing the address of a restaurant is to read a restaur-
ant guide. Another plan is to ask a friend. One plan
for reading a restaurant guide is to read it online.
Zagat is a restaurant guide. There are many other
plans and subgoals for many other goals. (See Nat-
ural Language Processing: Models of Roger
Schank and his Students)

Knowledge of these plans and goals may be used
to explain why Suzy went to the Zagat website,
namely, in order to read the Zagat guide, so
that she could know the address of a restaurant,
so that she could go to the restaurant, so that she
could eat, so that she could satisfy her hunger.

Themes

Scripts, plans, and goals allow a reader to connect
up elements of a story locally. But stories usually

the various elements of the room: bed, door, mirni-
ar, wall, phone, table, and Jim. .

Crids allow a story understanding program to
e inferences regarding the distance cmgmmd
relative position of objects (left, right,

have some overall point, moral, or theme. That is,
stories are coherent globally. Researchers have pro-
posed a number of related knowledge structures [
for capturing the point of a story: thematic orgarn- : na *
ization packets, story points, plot units, thematic P objects, the or
abstraction units, and planning advice themes. tront, back), whether story nrﬂ,nn»mw“mwnmwmwmm”og
Consider a story about a man who loses his job, ear mmnr‘onrmb and Srmgﬂmw mMmo E% swers
runs out of money, and then happens to save one location to mamxrmn, N &.@ gt
wealthy person who gives him a large reward. uestions by consulting the grid:
,;,m essence \om m...m.m story is .nwmgnm.m by the story Was Jim near a bed? Yes. (19)
point called ‘fortuitous solution” (Wilensky, 1982): The ‘when’ of a story can be represented using

absolute timestamps (e.g. ‘11 am. .OZE, onl12 _mbH.M
ary 1997') or relations on time 5~m~..<&m mm.m.
happened before B', ‘A wwmwugmm during B W e
One possible organizational structure or
where’ and ‘when’ is the scenarlo vm.na.n%mbm
Rmv (Dyer, 1983). This is a graph ncnmumgw o
' settings (such as the elevator or hotel room where
the story action takes place) connected by tran-
sitions (such as walking through the hallway to
get to the hotel room).

Person P is in a negative state.
An incidental event E occurs.

E results in a positive state for P. (a7

Plot units (Lehnert, 1982) also capture the essence
of stories. Plot units are graphs consisting of linked
positive events, negative events, and mental states.
For example, the ‘retaliation’ plot unit describes
any story in which person A causes a negative
event for person B, which motivates B to cause a
negative event for A (see Figure 1).

USING SCRIPTS, PLANS, GOALS,
STORY POINTS, AND PLOT UNITS

A story understanding program builds ?uunmmm:*m.

tions of knowledge structures such as scripts, plans
- and goals while reading a story. ,S...Omm representa-
tions can then be used for question answering,
paraphrasing, and summarization. Table 1 lists
some of the story understanding programs that
have been built over the years. Some & these pro-
grams can be downloaded from the internet (see

‘Purther Reading’).

Space and Time

Recent approaches to story understanding (Duchan
et al., 1995) stress the importance of the reader’s
immersion in the story world. Readers imagine
they are inside stories and vicariously experience
them. As a story unfolds, the reader keeps track of
the shifting ‘where’, “when’, “who’, and ‘what’ of
the story.
Two-dimensional grids have been proposed
(Mueller, 1998) for representing typical locations
such as a grocery store, theatre, or hotel room,
and for keeping track of the ‘where’ in a story
understanding program. Given the text Script >v_u=nmmos
The “script applier mechanism’ or SAM wnomam:m
(Cullingford, 1978) uses scripts to understan

Jim was in his hotel room. (18)

an imagined view from above is represented as a
square grid in which certain cells are assigned to

Table 1. Representative story understanding programs

stories as follows. Suppose the first sentence of
a story is
Fred went to a restaurant. (20)

SAM must activate the restaurant wn.ﬁw.n. Script
headers are attached to scripts to assist in script
activation. In the above case, a locale header acti-
vates the restaurant script because the text men-
tions that a story character (Fred) went 8. .Em
setting of the script (restaurant). A wﬁmnoza_.ﬁos
header activates a script when the text mentions
the main entry condition of a script, as in Fred was
hungry. A direct header wnnd\.wﬂmm a script Sﬁmb Em

text simply states that the script onndpnnmﬂ\ as in Fre
ateat g restaurant. A script is also activated when the

text mentions an event of the script. .

Alternatively, script activation may be Smimﬂ. as
a text categorization problem and .rmb&ma using
statistical natural language processing techniques.
The task is to assign a segment of text to one of
scripts. \
Eﬁg %ﬁ restaurant script is activated, Nmnwn.m
is assigned to the customer H.o.Hm and \nm\mwmcnma is
assigned to the restaurant setting, w\.rz s represen-
tation of the story after reading the first sentence st

= ‘restaurant’

restaurant script, C = ‘Fred’, R o)

last matched event = ‘C goes to R

As further sentences of the story are Hmm@.ﬁrmw are
matched to events of the script and additional as-
signments are made as necessary. For example,

given he ordered lobster, the representation is up-
dated to:
restaurant script, C = ‘Fred’, R= ‘restaurant’,
F = ‘lobster’
last matched event = ‘C requests F
from W’ (22)

order to answer a question about the story, the

- active script

program tries to locate an event of an

X i / Year Knowledge structures and mechanisms
+ - - Program (-
Ms Malaprop 1977 ?mawmm
SAM 1978 schip
1978 plans, goals . ocration
v BoR 1982 scripts, plans, goals. emotions, themes. inf wm e
N ,wmw mma:@ and answering questions while reading, sxplanation
| Disce “wm: scripts, architecture of subsymbolic networks
« TS 1993 axioms, weighted abduction
) ’ Mwm_q% ® 1994 a2motions e
; 9 i 3 tic networks. celle!
i aropositional seman ; 5. 2elle
Figure 1. The ‘retaliation’ plot unit. Person A causes a SNePS/Cassie u Mww o oat, omotions. e saton

negative event for person B, which motivates B (via ThoughtTreasure

mental state M) to cause a negative event for A.
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ﬁrm.n both matches the question and occurs in the
script at or before the last matched event. (Later
events have not yet happened in the story.) The
script event ‘C chooses F’ matches the question
What did Fred choose? and occurs before the last
Bmﬁnrmn m&mWﬁ Mﬂﬁm variables C and F in the event
are replaced ei ing i
aret nwomm GSW@. . r values, resulting in the answer
Several scripts can be active in SAM at a time
and the program can also handle certain Qmimmozm
from a script, such as being served a burnt ham-
burger.

Tracking Plans and Goals

mw.:nm human behavior is to a large extent goal-
directed, tracking the plans and goals of story char-
acters is essential to understanding. If one is told
that someone is making marinara sauce, one as-
sumes the person has the goal of eating and is in
the middle of preparing a meal.

O?m: observations of the behavior of story char-
acters, the process of plan recognition (Kautz, 1991)
produces explanation graphs such as that shown in
Figure 2.

mﬁﬁm two recipes known to the understander use
marinara sauce, the explanation graph contains
these alternatives. The top-level goal is to satisfy
::wmﬁ.. In order to satisfy this goal, a subgoal of
eating at home is activated. This in turn activates a
subgoal to prepare a meal, which activates a sub-
.mo& to prepare spaghetti marinara or chicken mar-
inara (the understander does not know which),

persen P satisfy-hunger

P eat-at-home

P prepare-meal
OR /
P make-chicken-marinara

P make-marinara

P make-spaghetti-marinara

Figure 2. ..ys explanation graph for the information that
someone is making marinara sauce.

which activates a subgoal to make marinar
sauce. Producing such graphs requires a :3.&;.\ :
common plans. ) ey of
Stories often mention states leading to goals. Th
program thus creates links from states to .oywm
activated by those states: gosls

P hungry -- P satisfy-hunger (23)

Emotions are intertwined with goals, and stories
often mention the emotional reactions of story nrmm
acters (Dyer, 1983). Goal successes result in v.omu.m,\m
mBOﬂo:m‘ while goal failures result in negative
emotions. The program therefore tracks goal out-
comes, and creates links from goal outcomes t

their resulting emotions: o

P obtain-employment —» P ha
(succeeded) @@W&

The program answers questions about a story by
consulting the explanation graphs: ’

Why was Joan making marinara sauce?
She was hungry and wanted to eat. (25)

Why was Jim happy? Because he was
hired for a job.

Using Story Points and Plot Units

Story points and plot units are derived from ex-
w_.mnm.noz graphs, extended with further goal situ~
ations. Goal conflict is the situation in which
several goals of a single character interfere with
mmnr other. Goal competition is the situation in
which the goals of several characters interfere.
Goal concord is the situation in which the goals of
m.m<mw& characters are compatible. Goal subsump-
tion is the situation in which one goal continually
enables satisfaction of another goal.

Plot unit graphs map to explanation graphs as
follows. Positive events correspond to goal suc-
cesses or positive mental states, negative events
correspond to goal failures or negative mental
states, and mental states correspond to active
goals. Named plot units are recognized by building
mwx unit graphs and matching those graphs to a
library of named plot units such as retaliation or
fortuitous problem resolution.

ﬂﬁﬂmm such as story points and plot units are
useful for predicting what might come next in a
story. If a sufficiently large portion of a theme is
nwnoWENmm\ the program anticipates the events pre-
dicted by the remainder of that theme.
~ Themes are also useful for producing remind-
ings. If a story is recognized as being mM instance

JRS— —
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of a given theme, the understander may be
seminded of another story with that theme.
Finally, themes are useful for summarization.
The retaliation plot unit leads to the summarization

template:

Because A caused a negative event for B,

B later caused a negative event for A. (27)

For example, a summary that might be produced
from the above template is:

Because Harrison turned Debra down
for a date, she later turned him down

when he changed his mind. (28)

INTEGRATING SENTENCE ANALYSIS
WITH STORY UNDERSTANDING

As a story understanding program reads a text, it
must incorporate new information into its existing
representation of the story. There are two ways this
might be performed. In batch interpretation, the
program updates its representation after reading
- each sentence. In incremental interpretation, the
_program updates its representation after reading
" each word. The incremental approach is valid
~from a cognitive standpoint since people appear
to be able to interpret words in real time as they
are read (Just and Carpenter, 1980).

There are two ways the story understanding pro-
gram might be structured: as a series of modules
with distinct responsibilities, or as one large pro-
cess. The trend is towards modular processing,
because it is easier to build and understand modu-
lar programs, and some self-contained modules for
natural language tasks such as part-of-speech tag-
ging now exist.

Modular processing has often been associated
with batch interpretation, though this need not be
the case. For example, syntactic and semantic pars-
ing modules may cooperate to produce an inter-
pretation incrementally {(Mahesh et al., 1999).

Let us adopt a modular, batch approach in order
to sketch out a complete story understanding pro-
gram. The first module of a story understanding
program is the sentence boundary detector, which
segments an input text into sentences. The next
module is the entity recognizer. This module seg-
ments a sentence into words, phrases, and other
entities such as places, numbers, dates, and times.
The next module is the tagger, which assigns a part
of speech to each entity. The next module is the
syntactic parser, which takes a stream of tagged
entities and produces syntactic parses such as:

{s
[NP [Name Jim] ]
{vp
[Vset]
[NP (Det the] [Nmilk]]
PP [Prepon] [NP [Det the]
[Ntablelllll

The next module is the semantic parser, which
takes syntactic parse trees and converts them into
logical formulae such as:

set(Jim,milk, on(table))

Ambiguities are recognized by each module and
passed along to the next module. For example, a
word may have several possible parts of speech,
and a sentence may have several possible syntactic
and semantic parses. (See Natural Language Pro-
cessing; Natural Language Processing, Dis-
ambiguation in; Parsing; Parsing: Overview)

The understanding modules include a script ap-
plier, a plan recognizer, and a theme recognizer.
Logical formulas from the semantic parser are fed
to the understanding modules, which then update
their representation or understanding of the story.
The understanding modules must agree among
themselves how to resolve the ambiguities that
were introduced by previous modules, as well as
any newly encountered ambiguities.

The question answerer and summarizer take
questions from the semantic parser, and examine
representations produced by the understanding
modules to produce answers and summaries.
They use a generator to convert representations
into natural language.

The capabilities that have been proposed by vari-
ous researchers as necessary for story understand-
ing include: to extract themes and morals; to go
back and reread; to look for hidden messages; to
model naive physics; to model physical objects,
devices, and settings; to model the minds of story
characters (theory of mind); to pose questions
during reading and answer them; to read according
to some goal for reading; to read creatively and
invent new explanatory frames; to recognize a typ-
ical situation (scripts); to reconcile conflicting inter-
pretations; to revise an interpretation; to track
emotions of story characters; to track plans and
goals of story characters; tO track temporal relation-
ships; to track the shifting ‘where’, ‘when'

‘whe’, and ‘what’; to use discourse markers;
use imagery or visual representations; to uds Dzt
experiences to guide understanding; to zoom in o
detail; and to zoom out from detail. This list

does not include <apabilities normallv assumed

(29)
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natural language processing, such as syntactic
parsing and anaphora resolution.

The processing mechanisms used in various
story understanding programs include: abduction
(inference to the best explanation); backward
Anrmmu:.bm» constraint satisfaction; demons; discrim-
ination nets; firite-state automata; forward
nrmw:.ﬁmh indexing; logic; neural networks; pattern
n..—wﬂnwcnmh plan recognition; production systems;
simulation; society of agents; spreading activation
or marker passing; and working memory. These
vary in scope. For example, it has been claimed
that .m: levels of natural language processing, in-
cluding syntax, semantics, and pragmatics, can be
handled using abduction.

SPREADING ACTIVATION AND
CONNECTIONIST APPROACHES

Dissatisfaction with strictly symbolic mechanisms
rm..m led some researchers to experiment with mech-
anisms inspired by the physiology of the brain and

experimental results in psychology such as those -

muoa.ﬁnggm experiments. (See Syntax and Se-
mantics, Neural Basis of5 Connectionism;
Priming) '

Spreading Activation
Consider the text

Suzy wanted to eat dinner. She got in

her car. (30)

One way to relate these two sentences is to conduct
two simultaneous searches through the plan lib-
rary. One search starts from eat—dinner while
the other starts from enter-car. When one
search meets the other, a path has been found
from eat-dinner to enter-car, as shown
in Figure 3.

?m method is known as ‘spreading activation’
or ‘marker passing’ (Charniak, 1986). Once a path is
found, it must be verified for correctness. It must be
checked, for instance, that the person who wants to
eat dinner is the same person who got in the car.
Zwarmn passing with verification is one method for
doing plan recognition to produce an explanation
graph.

Connectionist Approaches

So far we have discussed symbolic representations
of knowledge structures such as scripts, plans, and
goals. An alternative kind of representation is
a subsymbeolic, or connectionist, one, in which

eat-dinner

T

eat-at-home eat-at-restaurant

¥

go-to-restaurant X

/N

Inow-restaurant-address drive-to-restaurant

enter-car

wmmﬁm 3. The statements ‘Suzy wanted to eat dinner’ and
m.rm got in her car’ can be related by conducting two
simultaneous searches through the plan library, one
from eat-dinner and the other from enter-car.
These are shown by the downward- and upward-facing
Mww.ww\mw“oﬂwow%ﬁmnug_%. The point of intersection is

concepts are represented not as discrete entities
but by the pattern of activity in a neural network.

The connectionist approach has several ad-
vantages. Firstly, neural networks are neurally
inspired, so a story understanding program wdn“.mx
mented in neural networks is more likely to mode!
roi understanding is actually implemented in the
brain. Secondly, neural networks can be trained on
a set of examples in order to learn representations
and make generalizations automaticaily, reducing
the need for a programmer to specify knowledge
structures. Thirdly, the performance cf neural net-
works generally degrades in a steady fashion.

On the other hand, the connectionist approach
has several disadvantages. Firstly, neural networks
have difficulty with novel inputs, since they need
.8 be trained on a large number of examples of their
inputs. Secondly, it is difficult to.implement in
:mﬁ& networks certain operations such as role
assignment and composition that are easy to imple-
Bmzwwd symbolic programs.

Miikkulainen (1993) used the connectionist ap-
proach to build a complete program called DIS-
Om.WZ that reads and answers questions about
script-based stories. The program is built from
independent connectionist modules that communi-
cate using distributed representations. The
modules are: lexicon, episodic memory, sentence
parser, sentence generator, story parser, story gen-
erator, cue former, and answer producer. °°
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The episodic memory stores and generalizes
script-based stories. Itis organized by the program-
mer into a fixed three-level architecture. The top
evel represents the script class, the middle level
~fepresents the script track, and the bottom
Jevel represents the script roles. The neural net-
works at each level are self-organized by training
* bn an artificially generated set of stories involving
the restaurant, shopping, and travel  scripts. In
“1esting, the distributed representation of an input
story, which may contain missing role bindings, is
fed to the episodic memory. The episodic memory
is able to fill in any missing role bindings using the
generalizations it made during training. The cue
former retrieves answers to questions about input
stories from the episodic memory.
DISCERN can only handle one script per story
and is unable to handle deviations from a script.
Thus it is not as mOﬂEmﬁnmﬂmm as SAM, one of the
early symbolic story understanding programs.

ASSESSMENT

Since the 1970s, we have learned much about story
understanding. Yet it is still not known how to scale
up a story understanding program so that it can
understand more than ‘toy’ stories. The problem
does not appear to be what symbolic or subsym-
bolic mechanism is used for processing ~ probably
a number of mechanisms will do the job —but how
to get a story understanding program to work at
the human level at all.

Itis hardly surprising that story understanding is
a difficult problem. It is a task that calls the entire
mind into play. All of the explanatory frames,
skills, and mechanisms used to deal with everyday
life can be invoked in story understanding. A story
can be about almost anything, from picking up and
holding an apple (motor skills) to observing the
subjective redness of the apple (consciousness).
{See Language Comprehension, Methodologies
for Studying; Discourse Processing)

Programmers have difficulty managing the
complexity of building and debugging story
tunderstanding programs. Even if a library of
common-sense knowledge is available (Cyc and
ThoughtTreasure are attempts at building such lib-
raries), it is still difficult to build processing mech-
anisms that apply the library in understanding. It
appears that the knowledge library needs to be
developed with the understanding program in
mind, yet it is not clear how this can be done.
Story understanding might take a cue from statis-
tical language processing and information 2xrac-
tion. Stccess has been achieved in these fields by

building modules that address well-defined sub-
problems, such as part-of-speech tagging or filling
templates about terrorism news stories. By putting
together many modules that address parts of the
story understanding problem, it may be possible to
reach a complete solution. (Se¢ Natural Language
Processing, Statistical Approaches to)

It is easy to forget how ambiguous natural
language is. A sentence has many possible inter-
pretations. Many of those possibilities are impl-
ausible, but the program does not aiways know
that, Furthermore, the possible interpretations of
each sentence must be considered in light of the
possible interpretations of previous sentences. So
if there are two interpretations of the first sentence,
there might be four after reading the second, eight
after reading the third, and so on. Knowledge struc-
tures such as scripts were designed to prevent such
problems, but in practice they do not always work.

Tt is a mystery how people are able to avoid this
proliferation of possible interpretations and under-
stand stories. Cognitive psychologists have con-
ducted experiments investigating how inferences
are made during narrative comprehension (Graes-
ser et al., 1994). Cognitive neuroscientists are begin-
ning to address discourse comprehension (Beeman

and Chiarello, 1998). Someday it may be possible to
use a brain scan with high spatial and temporal
resolution to trace a behavior such as a verbal
response to a question back to its causes during

reading.
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MANIFESTATIONS OF ACCENT

t seems prudent first to make an attempt to define
hat stress is, or, at least, how Iwill use the term in
this article. Starting with what most people who are
ble to read this article know (i.e. people who know
English), let us consider the following pairs of Eng-
fish words:

. convict convict
protést protest
pervért pérvert

M

If one pronounces these words, pairwise, one will
notice a difference that seems to involve the (rela-
tive) prominence of the syllables that the words
are composed of. Let us capitalize the prominent
syllables:

conVICT CONvict
nnoﬂmmﬂ PROtest

vmnsmuﬁ, PERvert )

Stress, as I will define it, is (relative) syllable prom-
inence. it is now fair to ask what is meant by
‘prominence’. This brings us into the realm of
. phonetics, i.e. the study of the way speech is pro-
. ‘duced and perceived. Relative prominence corres-
ponds, on the one hand, with greater articulatory
effort in production and, on the other, with greater
salience, or audibility, on the perceptual side.
Stressed syllables, then, stand out and are easier
to perceive than the unstressed, or lesser stressed
syllables. Greater articulatory force can be the
cause of several effects that can be measured by
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investigating the details of production, or the phys-
ical properties of the produced acoustic signal, e.g.:

Advanced article Phonetic properties of stressed syllables

o The stressed syllable has greater duration
o The stressed syllable is louder (greater
amplitude)
@ The stressed syllable is pronounced at a
higher pitch (higher fundamental frequency)
o The segments are pronounced with greater
3

Stress is a phonetic manifestation of accent, which
marks the phonological head of the word.

INTRODUCTION

H.: this artice, [ will discuss the phenomenon of
linguistic stress as it applies to words. Units that
are larger than words (such as phrases and

precision
This list is not meant to be finite, nor is it couched
in the latest language of the trained phonetician.
Also, some or all of the phonetic properties may
be exclusively or primarily manitested in only a
part of the syllable such as its vowel or its rhyme.
Whatever the details, a stressed syllable will differ
from unstressed syilables in having ‘more’ of
whatever ‘stretchable’ property any syllable may
have (such as duration, pitch, loudness, manner of
drticulation)™ o e

sentences) can be said to have stress too, but I will
not touch on these larger units here. Right away, in
the very next section, [ propose to shift our m:mz\no:
to the notion of accent, which I define as more
fundamental than stress. Stress, as we shall see,
can be seen as a phonetic manifestation of accent. I
will provide a typology of the various ways in
which accent is manifested besides through stress. -

i i A S ..

Following researchers such as Hyman (1977), 1
propose to reserve the term ‘stress’ for prominence
as signaled by the above collection of cues. Then, |
will also follow these researchers in saying that
stress, in the sense just defined, is a phonetic mani-
festation or exponent of an abstract property,
accent.

Before we address the question of how accent
is to be formally understood, let us include another
language in the discussion, namely Safwa (Bantu).
Consider the following words or word com-
binations:

a’'mi-ino ‘teeth’
ga'mi-ino ‘the very teeth’
mi-ino’ ‘it is teeth’

‘uncooked beans’
‘the beans are uncooked’
(4

inko’ombe i'im-bisi
inko’ombe m-bisi’

Again, [ have provided certain vowels with what
is often (and appropriately) called an ‘accent mark’.
As in the case of English, speakers of Safwa per-
ceive the syllables that contain these accented
vowels as more prominent than the surrounding
syllables. When we now look at the articulatory
and acoustic properties of the vowels in question,
it turns out that what distinguishes them from
other vowels in the word is just (or mainly) their
relative higher pitch. Thus, the relevant vowels
are singled out by only one of the properties that
cue the presence of accent in English. But if “stress’
is the collection of all the properties in (3), we
cannot say that Safwa has stress. So what do
we say? The obvious answer may be that Safwa
has pitch. We can now capture the difference be-
tween English and Safwa terminologically by refer-
ring to the former as a stress-accent language and
the latter as a pitch-accent language, as proposed in
Hyman (1977).

Before we discuss the matter of accent locations,
it will also be important to see that the accents can
be cued by phonological properties instead of, or in
addition to, nondistinctive phonetic cues, although
the line between what is called ‘phonetic’ and what
is called ‘phonological” lies in different places for
different researchers. One important way in which
word accents can reveal themselves is by function
as anchoring points for some of the tones that make
up the intonation melody. (Because these tones,
being pitch events, link to word accents, esearcn
ers often refer to them as 'pitch-accents’, not o r=
confused with Hvman's notion of pitch-accent
introduced earlier.) An intonaten melody
language like English consists of one or mor2

e ;E»nw.mnnmbw\ {which can be high tone, low tone,



